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Language Learning using Hypernetworks
Data set for Language Learning

Tool for Hypernetworks

Guide to Writing Reports
— Style, mandatory contents, optional contents

Submission guide / Marking scheme
Demo on the Tool
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e Goal
— Understand Hypernetworks & machine learning
deeper

— Practice research and technical writing

« Language Learning (sentence completion)

— The problem is to predict each word in a sentence
based on surrounding words

— Consider each word as an attribute and train a
Hypernetwork with sentences

 Data Set
— Sentences from ‘Friends’ and BBC documentary
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« Hypernetworks

— Representation and learning method based on weighted
hypergraph
 http://en.wikipedia.org/wiki/Hypergraph

— Generate hyperedges with sampling and manage a
library of weighted hyperedges

— Learning strategy
 (explained in pp. 5~8)

» Reference: [IEEE-CIM, 2008] B.-T. Zhang, Hypernetworks: A molecular evolutionary
architecture for cognitive learning and memory, EEE Computational Intelligence Magazine,
3(3):49-63, 2008.



Language Learning with
Hypernetworks (1/8)

« Sentence Completion
— We want to complete a sentence which has some missing

words.
I'm gonna make EGEE Move

« How to complete the sentence?

— Motivation: predict the blank based on the pattern of word
co-occurrences in some specific corpus of sentences

(C) 2009, SNU Biointelligence Laboratory



Language Learning with
Hypernetworks (2/8)

e Goal : Sentence Completion

— Train a hypernetwork to be able to recall any sentence in the
glven corpus

— Jo complete sentences which contain missing words with the
trained hypernetwork

— Target function to be maximized for the sentence completion
problem
o It is the accuracy in basic
e f(x) := (number of correct answers) / (number of whole tests)

* A test: try to guess a word in a sentence with a trained
hypernetwork, and compare the result with the original sentence
in dataset.

— How? (see the following page)



Language Learning with
Hypernetworks (3/8)

* Learning steps
— Sampling step

« Randomly choose (n) words in each sentence
while preserving the order of words.

« Repeat (m) times to get samples per sentence
e {(1,2,3,4,5,6),(n, m=3)} :: (1,3,4), (2,3,5), (4,5,6)

— Weight update step

» Guess each word with the current Hypernetwork.



Language Learning with
Hypernetworks (4/8)

* Learning steps

— Weight update step(con't)
« Weight update
— Test every word with current Hypernet
— If correct : do nothing

— If incorrect

» Add a constant score (weight update rate) for
every related hyperedges.

» [f some hyperedges are not exist in the HN, regard
their score as 0



Language Learning with
Hypernetworks (5/8)

 How to complete the sentence?
— Hypernetworks : set of hyperedges with weights

— Assume HN={ (1,2,3:3), (234 :1), (1,24 :5)}

— Guess (1,2,7,4) : see following pages
e (1,2,3:3),(2,34:1):score(3) =4
e (1,24 :5) : score(4) =5
* We assume unknown word as ‘4" with highest score, 5
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Hypernetworks (6/8)

« Sentence Completion

I'm gonna make EEE Move
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hyperedges in a Iibrary
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Language Learning with
Hypernetworks (7/8)

ENENEY - BN

1
3115
- 4:10 + 13

6116

‘ Answer - 4ll
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Language Learning with
Hypernetworks (8/8)

 We can also analysis word associations.

* We can enumerate the associativity of words
based on following features of hypernetworks

— the co-occurrence of words in a hyperedge
— the weight of the hyperedge

* For example

W:1.0

— 4 Is associated with
e 2 with weight 1.0
« 3 with weight 2.3(1.0+1.3)
* 5 with weight 1.3

(C) 2009, SNU Biointelligence Laboratory
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« English sentences from movie subtitles

e Friends
— Well known TV situation comedy
— Captions from Season 1~10
— 5,000 sentences

 BBC Documentary
— Captions from three series on space, bird, and wild
— 5,000 sentences
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« Each sentence is translated to integer form

based on dictionary file.
e “This is not even a date”
e > "33 34,35,36,27,37"

« Experiment with
— friends_training.cvs, bbc_training.csv

 Original sentence file
— friends_original.txt, bbc_original.txt
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Tool Fo rks
e Language Game (for this project)

— Sentence Completion

— Language Classification

— Word Association

e Multimodal Game
— Language to Image Generation
—Image search using language query
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Repo atory (
System description
— Used software and running environments

e Result graphs and tables

— Do several experiments and calculate average &
standard deviations

« Analysis & discussion
— Very Important
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Repo

» Basic experiments

— Draw learning curves for each training set

» Graph type 1: accuracy vs. epoch, with orders of hyperedges ex) 3,4,5

» Graph type 2: accuracy vs. epoch, with different weight update
parameters ex) 0.01, 0.1, 0.5, 1, 2, 5, 10
— Note : initial weight is assigned as 1.0 for each hyperedge

— Comparison between two training sets

» Graph type 3: learning curves for Friends and BBC sentences in one
graph
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Repo
« Various experiments and analyses

— Comparing learning curves
« w/ various setting(varying order & update parameters & training

data)

— Comparing word associations
« w/ different training set

— Comparing sentence completion results

« w/ different training set

o Test ( 1,2,?,4) (find out suitable queries)
— For training set A: 7 = 3
— For training set B: ? = 5, why?
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« English only, Scientific journal-style

— How to Write A Paper in Scientific Journal Style and Format
http://abacus.bates.edu/~ganderso/biology/resources/writing/HTWSsections.html

Experimental process Section of Paper
What did [ do in a nutshell? Abstract
What is the problem? Introduction
How did I solve the problem? Materials and Methods
What did I find out? _Results
What does it mean? Discussion
Who helped me out? Acknowledgments (optional)
Whose work did I refer to? Literature Cited
Extra Information Appendices (optional)

(C) 2009, SNU Biointelligence Laboratory
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Due date: May 27, 13:00

Submit both 'hardcopy’ and ‘email’
— Hardcopy submission to the office (301-417)

— E-mail submission to ykko@bi.snu.ac.kr
e Subject : [Al Project2 Report] Student number, Name
— Length: report should be summarized within 12 pages.

— If you build a program by yourself, submit the source code
with comments

Objective: NOT the accuracy and your programming
skill, but your creativity and research ability.

Individual project! You have to do it by yourself.

(C) 2009, SNU Biointelligence Laboratory 20
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40 points for experiment & analysis
— Extra 3 points per additional experiment

20 points for the report
6 points for overall organization

Late work
— (- 10%) per one day (8 points)
— Maximum 7 days
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. : anguage Game
Multimodal Game Exit
File List Uszer Input

httpe/sbianu.ae ke . B |

Learning forClassification i

Parame ters Status Wiew

Order - Epach [ DataSet
‘wieightU pdateRate : Dictionary

Agsocia tion Result Tree Result

(C) 2009, SNU Biointelligence Laboratory 22



Language Game

File List Uzer [nput

= J)€———==7" Load Training File

- friends_training.csv
or BBC_trainning.csv

arameters Status W lE

Order : Epoch : [ ]
WeightU pdateRate :

Aszzociation Result Tr? Result

Set learning parameters

- Order
- Epoch
- WeightUpdateRate

soe | | cew |

(C) 2009, SNU Biointelligence Laboratory 23
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Language Game

File Lizt Uzer Input

éé:WGameZD’?\fdataWtemDD.t:-:t 1 I Load ] [ Reset ] - -
:E:WGame2.D‘V‘v‘dataWte:<tZDD.t:-:t Query :

| Learing for Completion

l Learning forClassification ]

Choose the Objective of Learning:

[||||||||||||||||||||||||||__|§_i_t_h_§_r___Completion (Association)

|
WeightllpdateRate - 0.1

Azzociation Result Tres Result

#1 Init Sampling Step: epoch: 1 accuracy: 0312275664 -
H2 Weight Update Step: epoch: 1 accuracy: 0826656353
2 weight Update Step: epoch: 2 accuracy: 0862585858
2 Weight Update Step: epoch: 3 accuracy: 0907334113
#2 Weight Update Step: epoch: 4 accuracy: 0935331242
H2 Wweight Update Step: epoch; 5 accuracy: 0,954 773869
2 weight Update Step: epoch: € accuracy: 0966977746
2 Weight Update Step: epoch: 7 accuracy: 0.97 2002872
#2 Weight Update Step: epoch: 8 accuracy: 0.974156497
H2 Weight Update Step: epoch: 9 accuracy: 0.975632247
f2 Weight Update Step: epach: 10 accuracy: 0978463747
Complete!!

Parameters Statuz

Order: |3 L Epoch: 10

[ Save I [ Clear I

Warning: it takes much time

(C) 2009, SNU Biointelligence Laboratory 24



Language Game

File: Ligt

E:*Game2. Ot datatbest1 00 bt
E M Gamez O dataftest200 tat

Sentence Completion

l Load ] [ Reset ]

l Learing for Completion I

l Learning forClazsification I

Farameters

Order :

Azzociation Result Tree

weightUpdateR ate :

Status

dzer Input

Quem - | |irealize

i.am ? naked

€

Completion

l Azsociation l

(e e e

Reszult

Clazszifical

Wiew

DataSet

B2 Wweight Update Step:
B2 weight Update Step:
B2 wieight Update Step:
B2 Wweight Update Step:
B2 weight Update Step:
B2 wieight Update Step:
B2 Wweight Update Step:
B2 weight Update Step:

Completell

epoch; 3 accuracy: 0907394113
epoch: 4 accuracy: 0.935391242
epoch: 5 accuracy: 0954773869
epoch: B accuracy: 0966977746
epoch: 7 accuracy: 0972002872
epoch: 8 accuracy: 0.974156497
epoch; 9 accuracy: 0978092247
epoch: 10 accuracy: 0.978463747

Angwer for completion ;

i realize i ani tatally naked

Sentence Completion

3

Result

’ Save

| |

Clear ]

)

o

X]

Query with
only one blank

(C) 2009, SNU Biointelligence Laboratory
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Word Association

Language Game |E|

File List |Jzer Input .
; Laad Fieset th
ey | L) LI T Query wi
Learing for Campletion
‘ |  only one word

l Learning forClagzzification I ‘ Completion | Association

Farameters Status Wiew

lIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIi
WeightllpdateR ate

Azsociation Result Tree Result

Camplete!! A
.................... Cantanca Comnlatio b

i:4.100000000

I Association result

and - 1100000000 ( N
phone ; 1.000000000 Y | — WO rd
there’s - 1.000000000 K .
totally : 1.000000000 y 1.900000 - Welght sum
am : 0.500000000 N

N (strength)

=

[ Save l l Clear ]

(C) 2009, SNU Biointelligence Laboratory
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Language Game

File Lizt Uzer [nput

Query :  |realize

Remove trained model and

File list

Cormpletian

Stabus

Agzzociation

Wweightll pdateR ate -

Azzociation Result Tree Fezult

Clazzification

Wigw

[rataSet

Dictionany

Campletel!

[

-------------------- Sentence Cormpletion
Anzwer for completion
i realize i am totally naked

-------------------- WWords Szsociation
Wiord ;i

Word : 3

YWard © and

“whord : phone

Word : there's

Wwhord © tatally

“word © am

(=]

[see ] |

Clear ]

(C) 2009, SNU Biointelligence Laboratory
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Language Game
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Fil= Lizt [dzer Input
[ Load l [ Fezet ]
Cluemy |realize |
Learing for Completion
Leieg e Clsslieter Completion Azzociation Clazzification
Fararneters Status Wiew
Order: Epoch: DrataSet
i
WeightU pdateR ate : Dictionary

Aszsociation Result Tree Result
Completel! ~
-------------------- Sentence Completion B
Anzwer for completion :
i realize i am totally naked
-------------------- ‘words Association
Whord ;i
Word : a
Whord © and
Wiord : phote A
Word : there's 3
Word : tatally

If you want to [zese s

| “result.txt” in same
the folder

save result, -
[ ) | o

(C) 2009, SNU Biointelligence Laboratory
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Program path can not have any Korean or

other language except English

— "C:WDocuments and Settings#H} & 3t H#WMemoryGame2.0”
* Not accepted.

— "C:WDocuments and Settings#MemoryGame2.0"
e It's OK.

Current program does not allow making new training files
— Dictionary file is fixed.

— If you want to, make dictionary file too.

If you have any question about the program, visit the office
301-417 (Tel. 880-1835)

— Youngkil, Ko (ykko@bi.snu.ac.kr)



