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Abstract— This paper addresses two instances of link par-
titioning problems in communication networks: dedicated
and shared partition allocation problems. These problems
belong to the class of nonlinear nondifferentiable integer
optimization problems which are difficult for conventional
nonlinear integer programming methods to find global op-
tima. In this paper we use a genetic algorithm for solving
these problems. Possible partitions of a communication link
are represented as chromosomes to which genetic operators
are repeatedly applied to find better solutions. Compara-
tive experimental results show that the genetic method out-
performs uniform partitioning and a conventional heuristic
method for a wide range of offered load levels in multiclass
calls.

I. INTRODUCTION

Genetic algorithms (GA) are search methods inspired by
natural evolution and population genetics [1], [2]. Due
to their simplicity and generality, genetic algorithms are
widely applied to global optimization problems. Recently,
genetic algorithms have also been used in telecommunica-
tions. Davis and Coombs [3] applied a genetic algorithm
to determine link capacity in packet networks. Palmer and
Kershenbaum [4] described a genetic approach to finding
optimal communication spanning trees. In this paper, we
use a genetic algorithm for solving link partitioning prob-
lems in communication networks.

In communication networks which support multiclass
calls, such as ATM (asynchronous transfer mode) networks
[5], a link is partitioned to service multiclass calls, since
link partitioning allows a simple call admission control and
leads to cost reduction in call switching and network con-
trol.

In this paper, we consider two link partitioning prob-
lems, a dedicated partition allocation problem (DPAP) and
a shared partition allocation problem (SPAP). DPAP is a
kind of link partitioning problem in which the cost of in-
coming call blocking is to be minimized when the link is
divided into dedicated partitions only. In SPAP, the goal
is to minimize the cost of incoming call blocking when the
link is divided into shared and dedicated partitions.

A heuristic method for solving the SPAP problem was
proposed in {6]. In this heuristic, the size of the shared par-
tition is kept fixed. The remaining link capacity is divided
among n classes such that the size of dedicated partition
of each class is proportional to the incoming rate and du-
ration time of the corresponding call class. Although this
heuristic finds a good solution for a heavy load, it does
not operate well for a light load of calls. In this paper,
we present a GA approach for the link partitioning prob-
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lems and compare its results with those obtained by the
heuristic method.

The paper is organized as follows. In Section II, the link
partitioning problems are defined more formally. Section
III describes a genetic algorithm for solving these problems.
Section IV compares the GA solutions with the results ob-
tained by uniform partitioning and the heuristic method.
Section V provides the conclusions and future work.

II. PROBLEM FORMULATION

In this section, we formulate link partitioning problems. In
formulating the problems, the followings are assumed:
« Calls arrive to a link from n classes, with a class 7 call
requiring integer bandwidth b;, 2 = 1, ...,n.
« Each call is modeled as a Poisson process and the hold-
ing time of each call is exponentially distributed.
o All calls within a class have the same call characteris-
tics.
o Without loss of generality, the classes are ordered so
that 1 =b; < by < ... < b,.
Variables to describe problems are defined as follows.
e a; : offered traffic of class i
e b; : bandwidth of i-th class call
« ¢; : number of calls to be allocated to i-th class
o k; : relative bandwidth of a i-th class call to unit band-
Width, that iS, ]Ci = bl/bl
e C,p - number of class 1 calls that can be allocated by
shared capacity
o C : link capacity
o (n1,...,nx) : state that denotes the number n; of calls
for class i, ¢ = 1,..,k, in shared partition.
» B(ai,c;) : blocking probability of ¢-th class calls, i.e.

at/c!
o _par/nl’

Eqn. (1) is known as the Erlang B formula and used
widely in evaluating the blocking probability of tele-
phone networks [8].

B(a,c) (1)

A. The Dedicated Partition Allocation Problem (DPAP)

Given characteristics, such as call incoming rate and call
duration time, of multiclass calls, the dedicated partition
allocation problem is to find a way to divide the limited
link into n dedicated partitions to minimize the cost of
incoming call blockings. The cost due to blocking an in-
coming call is proportional to offered load, bandwidth, and
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blocking probability of the call. Thus, the problem can be
formulated as:

LP1 = mi_nZaibiB(ai,ci) (2)

i=1

subject to the link capacity constraint
n
Z b < C. (3)
=1

Here ¢; are nonnegative integers. Eqn. (3) specifies that
the total bandwidth of all classes should not exceed the
link capacity.

B. The Shared Partition Allocation Problem (SPAP)

The shared partition allocation problem (SPAP) is for-
mulated as follows: given characteristics of n class calls,
find a way to divide the limited link into dedicated and
shared partitions to minimize the cost of incoming call
blockings. The shared partition is used for the incoming
calls which were blocked at their dedicated partition.

The probability that the shared partition has n; calls for

class i, ¢ = 1,---,k, is defined as follows [8]:
P(nl’“»nk) = 2 Y:‘kl' Wk (4)
2 (myne)ES BT T

where S is the set of nonblocking states.

B} is the probability that the total bandwidth of incom-
ing calls and all calls using the shared partition exceed the
size of the shared partition. Using Eqn. (4), we can define
B! as:

% Z("h--,"k)lcsh—’cj‘i'lﬁzkmiSC’sh P(ny,.,me)
Bj = (5)
Z(nl,..,nk)logz kin;<Cjshn P(n17 ”’nk)

The cost by blocking an incoming call is proportional
to offered load, bandwidth, and blocking probability for a
shared partition. Thus the problem is formulated as fol-
lows:

LP? = min Z a;b; Bl (ai, c;:) (6)
Y=l
subject to
Z cibi -+ Csh. S 07 (7)

where ¢; and C;, are nonnegative integers, respectively.
Eqn. (7) specifies that the sum of total bandwidth of all
classes and the shared capacity should not exceed the link
capacity.

Predefinition of design parameters

|

Random generation of initial population

]
1

Fitness evaluation and scaling

l

Selection

|

Create next generation by crossover and mutation

Fig. 1. Algorithm Summaery

III. A GENETIC ALGORITHM FOR LINK PARTITIONING

The problems described in the previous section are a non-
linear nondifferentiable integer optimization problem. Ex-
isting methods have difficulty in finding global optima for
this kind of problems. In this section we present a ge-
netic algorithm approach to solving the two link partition-
ing problems.

Genetic algorithms{7] are search methods based on nat-
ural evolution and genetics. Starting from a population of
individuals generated at random, a genetic algorithm re-
peatedly evolves populations of fitter individuals. Genetic
algorithms use binary strings to represent possible solu-
tions, which is especially effective in solving optimization
problems whose optimal solutions take integer or discrete
values. Genetic algorithins are population-based search
techniques and thus have a higher probability of finding
global optima than point-based search techniques. Con-
straints such as continuity or differentiability of the search
space is not required in genetic search. Due to the simplic-
ity and generality of basic operations, genetic algorithms
have been applied to a wide range of problems.

In using a genetic algorithm to solve the link partitioning
problems, each value ¢; representing the number of calls of
class i is encoded as a binary string. Then, an indiviudal
A is represented as a concatenation of n components:

A= (c1,c2,...sCn)- (8)
The fitness of each individual is evaluated by first decoding
the binary values into the corresponding integers and then
inserting the values to the equation LP1 (Eqn. 2). In
order to encourage the link capapcity constraint condition
Y. ¢bi < C (Eqn. 3) to be satisfied, we add a penalty
term {min(C - %", c,~b,~,0‘)}2 which has a positive value if
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C — 3, cib; is nonzero. This leads to the fitness function:

F=LPl+r {min(C - c;b;,0)} (9)

where r is the penalty factor of positive constant. Similarly,
the fitness of the individuals for problem LP2 is defined as:

F=LP2+7-{min(C - Y cib; — Can,0)}*  (10)

where LP2 is as defined in Eqn. (6) and C,j, is the capacity
of the shared link.

The procedure for the proposed genetic algorithm is as

follows (see also Fig. 1):

1. Initialization: A population of M individuals is cre-
ated by randomly generating the bitstrings.

2. Fitness evaluation: The raw fitness of individuals is
evaluated using either equation (2) or (6), depending
on the problem. The raw fitness values are scaled to
take a positive value within a defined interval: F' =
aF + b where a and b are constants.

3. Selection: Fitter individuals are selected to reproduce
with higher probability than less fit individuals.

4. Creation: Genetic operators are used to produce the
next generation of individuals. We use two-point
crossover and mutation.

5. Termination condition: The steps 2 to 4 are repeated
until the termination condition (in terms of specified
number of evaluations or generations) are satisfied.

IV. EXPERIMENTAL RESULTS

The effectiveness of the genetic algorithm was tested for
the two link partitioning problems. The parameters used
for GA were population size = 50, crossover rate = 0.9,
and mutation rate = 0.01. We assumed that there are only
two classes in a link and that calls arrived from two classes
with bandwidth requirements b = 1, by = 32, and C =
1024. The results of the GA solutions are compared with
those obtained by the heuristic method. For the purpose of
further comparison, we also compared the results with op-
timal values obtained by exhaustive search of all possible
combinations and the results obtained by uniform parti-
tioning in which the link capacity is divided into partitions
of equal capacity for all classes.

Fig. 2 shows the evolution of the best fitness for a run for
the DPAP problem. It can be observed that the best-of-
generation performance converges to the optimal solution
within 20 generations. Fig. 3 shows the similar trend for the
case of the SPAP problem, in which the optimal solution
was found at the 26th generation.

Figs. 4 and 5 compare the performances of GA and uni-
form partitioning as the calls of class 2 gets heavier when
the load of class 1 is fixed for the DPAP case. Fig. 4 shows
the result when the load of class 1 is light. Fig. 5 is the re-
sult for a heavy load of class 1 calls. It is clearly observed
that the GA solutions are superior to those by uniform
partitioning irrespective of offered load levels of calls for
DPAP.
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Fig. 2. Evolution of the best fitness as a function of generation for
DPAP.
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Fig. 3. Evolution of the best fitness as a function of generation for
SPAP.
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Fig. 4. Performance of GA in comparison with that of uniform
partitioning for DPAP when the load of class 1 is light.
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Fig. 5. Performance of GA in comparison with that of uniform
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Fig. 6. Performance of GA in comparison with that of heuristic
partitioning for SPAP when the load of class 1 is light.
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Fig. 7. Performance of GA in comparison with that of heuristic
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partitioning for SPAP when the load of class 1 is heavy.

A comparison of the GA method and the heuristic
method for SPAP is shown in Figs. 6 and 7. The results
indicate that the GA method is generally superior to the
heuristic method for a light load. However, for some offered
loads of class 2, the heuristic approach achieves better re-
sults. For a heavy load of calls, there is no significant differ-
ence in the quality of solutions obtained by both methods.
Overal results suggest that genetic algorithms find optimal
or near-optimal solutions for a wide range of load levels.

V. CONCLUSION AND FURTHER WORK

In this paper, we formulated the link partitioning prob-
lems as nonlinear nondifferentiable integer optimization
problems. A genetic algorithm was applied to these prob-
lems to find optimal or sub-optimal solutions. Experimen-
tal results show that the genetic algorithm is superior to
uniform partitioning and the heuristic method for two-class
cases. And, we can know that the genetic algorithm is ap-
plied well to instances of nonlinear nondifferential integer
optimazation problems, the link partitioning problems.

Future work can be performed in two directions. One
direction is to investigate the scaling properties of the ge-
netic approach. Studies are in progress on the cases where
calls from more than two classes arrive at the communica-
tion link. "The second direction of extension involves the
assumptions we made in this work. In this paper we have
assumed that incoming calls are modeled as a Poisson pro-
cess, and that the holding time of each call is exponentially
distributed. Although both assumptions are reasonable for
many problems in practice, characteristic parameters of
objects requesting shared resources may have a different
distribution in other resource allocation environments. Fu-
ture study inludes the extension of the genetic approach for
finding optimal resource partitions when the requests have
different characteristics than the Poisson distribution.
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