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Abstract—Imagination is a fundamental ability of humans
which resides in the cognitive system. We propose a connectionist
model that generates images from a given sentence after trained
on a dataset of image-sentence pairs. The model is composed of
language model and image model that are connected with a latent
variable constrained by a prior distribution. The latent variable
encodes dual information and it is generalized by Bayesian
learning method. We trained on cartoon video series ‘Pororo’
and 16,066 fine-grained sentences describing short clips. Our
model successfully generates plausible images which are highly
correlated with a given sentence.

I. INTRODUCTION

Images are composed of several different objects forming
a hierarchical structure with various styles and shapes. Deep
learning models are used to disentangle those complex under-
lying patterns [1][2], build distributed feature representations
[3], and solve classification [4] and generation [5] problems
using large datasets. The objective of model governs way of
encoding complex visual informations as well as decoding
latent variables.

Natural language offers a general, abstract and flexible de-
scriptions of visual informations. Even language lacks detailed
visual properties humans are able to imagine specific objects
from abstract information depending on the experiences of
what they seen before. Traditionally visual information about
an object has been captured in attribute representations[6][7].
The categories of images are most simple one, and descriptions
are more general. We connect this abstract representations with
detailed visual informations generalized in real vectors.

Recently, deep convolutional and recurrent networks for
text and image have successfully learned discriminative and
generalizable representations automatically from raw data[8].
These approaches exceed the previous state-of-the-art methods
that do not use neural networks. Inspired by these works, our
model learns a direct mapping from sentences to image pixels
using recent deep learning techniques.

II. MODEL

The model is combination of language model and image
model that are connected with a latent variable constrained
by a prior distribution. The language model is mainly made
of LSTM [9] which encodes a given sentence and the image
model uses transposed convolutional layers[5] that generate
images from encoded vector. The model is illustrated in Figure
1.

Fig. 1. Illustration of the model. Firstly, a sentence is passed in LSTM
recurrently word by word. Then the final output of the LSTM is given to
transposed convolutional layers which generates an image.

Let a given sentence be a vector s = [w1, w2, ..., wn]
T

where wi is a i-th word. Then a representation z of the
sentence s is a final output vector of LSTM:

ht = LSTM(ht−1, Uwi),

z = hn.
(1)

where ht is a hidden state of LSTM at t step, and U is
an embedding matrix. The final output image y is generated
from z through transposed convolutional layers. We used mean
square error between y and ground truth image as a loss
function.

In addition, several recent deep learning techniques (batch
normalization [10], ADAM [11], etc.), critical to the overall
performance, were utilized.

III. EXPERIMENTS

We trained on cartoon video series ‘Pororo’ and 16,066
fine-grained sentences describing short clips. The ‘Pororo’ has
long play time of 1,232 minutes, various scenes, and some
characters. All images are resized to 64×64 with antialiasing.
The image model has series of four transposed convolution
where channels are halved and size of the filter maps doubled
for each time. Initially we set hidden state h1 as zero vector
and U is initialized with pre-trained Glove vectors[12].

The result is shown in Figure 2. The model successfully
generated plausible images from sentences and it generalized
dual representation of texts and images.
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Fig. 2. Some samples of output images.

IV. CONCLUSION

The model generalized dual representation and connected
both modality to generate images from sentences. Yet output
image is not clear enough and the connection is ambiguous.
We need to design models that can perform more accurate and
logical inference between texts and images.
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