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ABSTRACT

An incremental learning algorithm is presented that constructs a multilayer perceptron whose size is optimal for solving a given problem. Unlike conventional algorithms in which a fixed size training set is processed repeatedly, the method uses an increasing number of critical examples to find a necessary and sufficient number of hidden units for learning the entire data. Experimental results in hand-written digit recognition shows that the network size optimization combined with incremental pattern selection generalizes significantly better and converges faster than conventional methods.

1. Introduction

Any continuous multivariate function on a bound domain can be approximated by a multilayer feed-forward neural network with a hidden layer of sigmoid units to any desired degree of accuracy [11, 13]. However, this existence theorem does not provide any hint on how many hidden units are necessary for solving a particular problem. The method of error back-propagation [20], one of the standard techniques for training multilayer perceptrons, is limited to optimizing weights only and suffers from slow convergence.

The training speed and generalization performance of back-propagation networks are affected to large extent by the network architecture or size [1, 9, 22]. If the network contains too small a number of hidden
units, the training will never converge. On the other hand, if the network is too large, the generalization performance of the trained network will be generally poor. Some theoretical works give bounds on network size for learning a class of problems [6]. However, most of these studies are worst case analysis based on one or more unrealistic assumptions, and not very helpful in practice.

Recently, several learning algorithms have been proposed to construct optimal feedforward networks for specific applications [21]. All constructive methods begin with a small network and introduce new hidden units and/or connections on demand. Some of them try to find a compact distributed representation, where the optimization is done with respect to the number of units in the hidden layer [4, 12]. Others construct more or less localized representations by building a deep or flat-but-wide network [8, 19]. Both approaches have their own strengths and weaknesses. Each of these methods uses all the given data for network construction and training.

In this paper we present a constructive learning algorithm that uses a small subset of given examples to construct a feedforward network with an optimal number of hidden units. The solution obtained has the feature of local approximation [22], similar in spirit to that of radial basis function networks [18] and k-nearest neighbor classifiers [10], without giving up the beneficial global approximation ability of the multilayer networks of sigmoid units. Furthermore, the algorithm does not need a second data set for testing the generalization performance of the networks to decide the stopping of the training, because the generalization accuracy of the network increases almost monotonically once an optimally sized architecture is found.

The method is based on the observation that not all available examples are critical to realize the desired mapping. In classification tasks, for instance, the critical examples are those that lie closest to the separating hyperplanes [23]. Previous studies have shown that a network trained only on these "border" patterns generalizes substantially better than one trained on the same number of random patterns [2, 14].

This observation was used in [28] to devise an incremental learning procedure that starts with a small set of seed examples and expands the training set selectively after training. In the previous work [24, 25] we have shown that this selective learning, called SEL, can find a minimal training set that is sufficient for learning the entire data. We have also shown that the SEL learning algorithm achieves better convergence and generalization performance than non-incremental learning with the original data, provided the data set is large enough to have all the border patterns.

The current algorithm is an extension of the selective incremental learning that also optimizes the network size during training.

After a brief discussion of our constructive approach in Section 2, the algorithm is described in Section 3. The performance of the algorithm is studied in Section 4 in the context of digit recognition. Section 5 discusses the implications of this work.

2. Learning in Layered Networks

Multilayer feedforward neural networks, or multilayer perceptrons are networks of units organized in layers. The external inputs are presented in the input layer which is fed forward via one or more layers of hidden units to the output layer. There is no direct connection between units in the same layer. The activation value of unit \( i \) is influenced by the activations \( a_j \) of incoming units \( j \) and the real-valued weights \( w_{ij} \) from \( j \)th to \( i \)th unit. The net input of unit \( i \) is computed by

\[
\text{net}_i = \sum_{j \in \mathcal{N}_i} w_{ij} a_j + \theta_i,
\]

where \( \mathcal{N}(i) \) is the receptive field of unit \( i \). The bias \( \theta_i \) is usually considered as a weight \( w_{i0} \) connected to an extra unit whose activation value is always 1.
The output value of unit $i$ is determined by a nonlinear transfer function $f$. A commonly used output function is the sigmoid nonlinearity

$$f(\text{net}_i) = \frac{1}{1 + e^{-\text{net}_i}}$$  \hspace{1cm} (2)$$

For the case of a two layer perceptron (see Fig. 1), the $i$th output of network, $f_i$, $i=1, \ldots, O$, is a nonlinear function of inputs $x_k$:

$$f_i(x; w) = f_i \left( \sum_{j=0}^{H} w_{ij} f_j \left( \sum_{k=0}^{I} w_{jk} x_k \right) \right)$$  \hspace{1cm} (3)$$

where $I$, $H$, and $O$ are the number of input, hidden, and output units, respectively. Each network configuration $w$ implements a mapping from an input $x \in \mathbb{R}^I$ to an output $y \in \mathbb{R}^O$. We denote this mapping by $y = f(x; w)$, $f: \mathbb{R}^I \times \mathbb{R}^H \rightarrow \mathbb{R}^O$.

![Diagram](Fig. 1) A fully connected feedforward network consisting of $I$ input, $O$ output and $H$ hidden units. For simplicity, bias weights are not shown.

The set of all possible weight vectors $w$ constitutes the configuration space $W \subset \mathbb{R}^d$, where $d$ is the total number of weights of the network architecture.

The networks are used to learn an unknown relation $F$. A set of $N$ input-output pairs is given as a training set:

$$D_N = \{(x_c, y_c)\}_{c=1}^{N}$$  \hspace{1cm} (4)$$

where $x_c \in X \subset \mathbb{R}^I$, and $y_c \in Y \subset \mathbb{R}^O$. The relation $F$ can be generally described by the probability density function defined over the space of input-output pairs $X \times Y \subset \mathbb{R}^{I+O}$:

$$P_F(x, y) = P_F(x)P_F(y | x)$$  \hspace{1cm} (5)$$

where $P_F(x)$ defines the region of interest in the input space and $P_F(y | x)$ describes the functional or statistical relation between the inputs and the outputs.

Learning the training set by a network is formulated as an optimization problem. One defines a quality measure of the approximation of the desired relation $F$ by the mapping $f(x; w)$ realized by the network.

A commonly used measure is the additive error functional

$$E(D_N | w) = \sum_{c=1}^{N} e(y_c | x_c, w)$$  \hspace{1cm} (6)$$

where $e(y_c | x_c, w)$ is the squared error between the desired output $y_c$ and the actual output

$$e(y_c | x_c, w) = \sum_{i=1}^{O} \left( y_{ci} - f_i(x_c; w) \right)^2$$  \hspace{1cm} (7)$$

where $y_{ci}$ denotes the $i$th component of vector $y_c$.

Usually the problem is formulated as finding a set of parameters $w$ that minimizes the total error on the training set $D_N$ of $N$ independent examples:

$$w^* = \arg \min_w E(D_N | w)$$  \hspace{1cm} (8)$$

Much research has been done to increase the speed of this optimization problem (see [3] for a recent review of various methods).

Note, however, that the eventual goal of learning is generalization on unseen data; that is, the performance of a network should be measured on the whole input space by generalization error, defined as

$$E(w) = \int e(y | x, w) dp(x, y)$$  \hspace{1cm} (9)$$

where the joint probability distribution $p(x, y) = p(y | x, w)$.
$x)$ in the training is unknown and the only available information is contained in the training set. The minimization of the training error does not necessarily imply optimal generalization. In general, the network size should also be optimized to be sufficiently large to realize the target mapping and, at the same time, small enough to avoid overfitting to the training examples [9, 22]. Usually one uses a second data set $C$, $C \cap D_n = \emptyset$, for the evaluation of generalization performance. The new problem is formulated as finding an architecture and its weights that minimize the error on $D_n$:

$$w^*, A^* = \arg \min_{w,A} E(D_n | w, A)$$ (10)

where the test set $C$ is used to determine the termination of the optimization process.

3. The Algorithm

The learning proceeds as follows. We choose a small initial training set from a given data. The rest of the data is called candidates. The network is initialized with a small number of hidden units. One hidden unit and two seed examples are typical choice in the experiments. The network is trained on the training set by the back-propagation algorithm or possibly by any other weight modification rule. If the training converges, we expand the training set by selecting a candidate example. Otherwise, we expand the network by introducing $v$ hidden units and reinitializing the connection weights. Training of weights, selection of examples, and introduction of hidden units with retraining is repeated until an acceptable generalization is achieved on the candidate data set.

A more detailed description follows. The algorithm is called Selective Learning with Flexible neural architectures, or simply SELF. A theoretical discussion of the algorithm can be found in [27].

Given a data set $B$, the training set $D$ is initialized to contain a small number of seed examples chosen from $B$. The rest of $B$ is used as a candidate set $C$. During learning, $D$ is increased by selecting examples from $C$. We use a superscript $s$, as in $D^{(s)}$, to denote the $s$th training set. The network architecture is initially small and grows during learning. The symbol $A^{(o)}$ is used to denote the architecture of a network after the $g$th growing step.

The weights of the network are initialized randomly with values from the interval $-\omega \leq w_{ij} \leq +\omega$. The initial network $A^{(0)}$ is trained with the training set $D^{(0)}$. The trained network is used to expand the training set for the next generation, i.e., $D^{(1)}$, which are again used to find and train the network $A^{(1)}$, where $A^{(g)}$ is of the size same or larger than $A^{(o)}$. In this way, the trained network $A^{(g)}$ and the training set $A^{(o)}$ at time $s$ cooperate with each other, where the indices $g$ and $s$ do not necessarily correspond. For each $s$, the following conditions are always satisfied:

$$D^{(s)} \cup C^{(s)} = B$$
$$D^{(s)} \cap C^{(s)} = \emptyset$$
$$D^{(s)} \subset D^{(s+1)}$$ (11)

and each network growing step satisfies the condition

$$A^{(g)} \subset A^{(g+1)}$$ (12)

In the training phase, the connection weights of the network are updated using the examples in the training set. If we denote by $w^{(s,i,e,t)}$ the weight vector of the network $A^{(s)}$ for the $t$-th sweep through the training set $D^{(s)}$, the weights are modified by

$$w^{(s,i,e,t+1)} = w^{(s,i,e,t)} + \Delta w^{(s,i,e,t)}$$

$$\Delta w^{(s,i,e,t)} = -\epsilon \nabla E_t w^{(s,i,e,t)} + \Delta w^{(s,i,e,t-1)}$$

where $E_t$ is the total sum of the errors for $D^{(s)}$.

$$E_t = E(D^{(s)} | w^{(s,i,e,t)}, A^{(s)})$$
\[
E(D^{(s)} | w^{(s, \epsilon, t)}, A^{(d)}) \leq \epsilon_d
\]  
(16)

the training process terminates and the training set is expanded. We define the error tolerance value as

\[
\epsilon_d = \frac{1}{\tau} \left((I + 1) \cdot H_e + (H_e + 1) \cdot O\right)
\]  
(17)

where \(I\), \(O\) and \(H_e\) are the number of input, output and hidden units of network \(A^{(d)}\). The constant tau \(\tau\) determines the error sensitivity per connection.

In the selection phase, the generalization accuracy of the current network is tested on the original data, \(B = D^{(s)} \cup C^{(s)}\):

\[
G_s = \frac{1}{N} \sum_{(x_q, y_q) \in B} \Theta (y_q, f(x_q; w^{(s, \epsilon, t)}, A^{(d)}))
\]  
(18)

where the function \(\Theta (\cdot, \cdot)\) is some measure of correctness. For classification problems, such as digit recognition, it is an indicator function:

\[
\Theta (y_q, f(x_q; w^{(s, \epsilon, t)}, A^{(d)})) = \begin{cases} 
1 & \text{if } y_q = f_i(x_q; w^{(s, \epsilon, t)}, A^{(d)}) \text{ for } \forall i \\
0 & \text{otherwise}
\end{cases}
\]  
(19)

If \(G_s\) exceeds the desired performance level \(\theta\), say 99\%, then the entire algorithm stops. If \(C^{(s)}\) is empty, the algorithm also stops. Notice that halting with a nonempty \(C^{(s)}\) means the network has generalized correctly to the candidate data set. Otherwise, the criticality with respect to the current model \(w\) is computed.

The criticality \((x_c, y_c)\) of an example is defined as

\[
e_w(x_c) = \frac{1}{\dim(y_c)} \left(y_m - f(x_m; w^{(s, \epsilon, t)}, A^{(d)})\right)^2
\]  
(20)

which has a value \(0 \leq e_w(x_c) \leq 1\) if the sigmoid activation function is used at the output layer. Then the training set is increased by selecting \(\lambda\) candidate examples, \((x_c, y_c)_c\), which are most critical:

\[
D^{(s+1)} = D^{(s)} \cup \{(x_c, y_c)_c\}
\]
\[
C^{(s+1)} = C^{(s)} \setminus \{(x_c, y_c)_c\}
\]  
(21)

In case of \(|C^{(s)}| < \lambda\), all the remaining candidate examples are selected into \(D^{(s+1)}\). Using the expanded training set, the next cycle of training and selection is done.

If Eq. (16) is not satisfied, then check if the model trapped in a local minimum. For the detection of local minima, a time window is used to consider the change in errors during the last \(\Delta l\) epochs

\[
\Delta E(t) = E(D^{(s)} | w^{(s, \epsilon, t-\Delta l)}, A^{(d)}) - E(D^{(s)} | w^{(s, \epsilon, t)}, A^{(d)})
\]  
(22)

For a robust detection we extend the time window to the entire training time from the start by having a temporally discounted influence of earlier error changes

\[
\Delta E_{\text{temp}}^{(s, \epsilon)}(t) = \Delta E(t) + \frac{1}{2} \Delta E_{\text{temp}}^{(s, \epsilon)}(t-\Delta l)
\]  
(23)

This quantity is normalized to an average error \(\Delta E_{\text{avg}}^{(s, \epsilon)}(t)\) for a training example in each epoch:

\[
\Delta E_{\text{avg}}^{(s, \epsilon)}(t) = \frac{\Delta E_{\text{temp}}^{(s, \epsilon)}(t)}{N_s \cdot \Delta l}
\]  
(24)
Then the network grows if the total error is larger than the error tolerance $\varepsilon_g$ defined in (16) and the average error change is smaller than the specified threshold $\rho$, i.e.

$$E(D^{(d)} | w^{(u,e,0)}, A^{(d)}) \geq \varepsilon_g$$

$$\land [\Delta E_{avg}^{(u,e)}(t) \leq \rho]$$

(25)

Network growing is performed by introducing $u$ new units to the hidden layer:

$$A^{(d+1)} = A^{(d)} \cup \{ H_g + 1, \ldots, H_g + u \}$$

$$H_{g+1} = H_g + u.$$  

(26)

where $A^{(d)}$ denotes the index set of hidden units in $A^{(d)}$. The new hidden units have full connectivity with all input and output units.

The values of new connections can be initialized in several ways.

Two strategies are studied in the simulations. The first one is to reinitialize all the weights, including the existing ones.

An alternative approach is to keep the trained weights unchanged and to initialize new connections with values proportional to the average of the weights in the existing connections of the same weight layer. The first strategy guarantees an escape from a local minimum and hence leads to a minimal network size. We will use this strategy for classification problems where the input and output space are discrete.

The latter strategy will ensure an effective escape from the local minimum without loss of information learned up to the growing point. This is used for continuous-valued problems.

4. Hand-Written Digit Recognition

The performance of the SELF algorithm in its learning speed and generalization accuracy is studied in the context of hand-written digit recognition.

We collected 6800 digit patterns written by 10 persons. Each pattern consists of $15 \times 10$ bitmap. Some of the bitmap patterns are shown in Fig. 2. One half of the examples were used for training the network and the other half for testing the generalization performance of the trained network.

(Fig. 2) Some digit patterns for training and testing.

We used network size increment $u = 5$ and training set size increment $\lambda = 50$, i.e. the algorithm SELF(5, 50). The initial network contained five hidden units and the weights were initialized with random values from the interval $[-0.1, +0.1]$. 10 digits of 0 to 9 were randomly chosen from the data set to initialize the training set. In each adaptation phase the network was trained for each training set until the total sum of errors for the training set dropped below $\varepsilon_g = \frac{1}{50} K_g$, where $K_g$ is the total number of adjustable weights in

(Fig. 3) Network size growth as a function of training set size. Optimization of network size is relatively robust against the parameters $u$ and $\lambda$. 

(Fig. 4) Learning and generalization performance for the SELF(5, 50) algorithm. The training set size for which the accuracy is almost zero indicates the time when network growing takes place. Optimal size network is constructed using about 1000 examples out of 3400.

(Fig. 5) Learning and generalization performance of SELF (5, 50 RANDOM) algorithm in which examples are chosen randomly. Until an optimal network size is found, this algorithm uses about 3000 examples. This training set size is approximately three times larger than that of SELF(5, 50).

the network of gth growing stage.

The learning trial converged to a network with 30 hidden units, i.e. 150-30-10 architecture, achieving approximately 85% generalization. The evolution of network size and performance are shown in Figs. 3 and 4 as a function of the training set size. The performance was measured at each initial and final training epoch for each training set.

In Fig. 4, the points where the accuracy goes to almost zero indicates the network growth step. This is because we reinitialized the entire weights at each growing step to ensure the minimum network size. Notice that after reaching the optimal size network there is no significant improvement in the generalization performance. This indicates the method has already found a critical subset of the given data.

The effectiveness the algorithm was tested by performing control experiments. We varied the parameter values $\alpha$ and $\lambda$, resulting in two variations SELF(2, 50) and SELF(5, 100) of SELF(5, 50). The results are shown in Fig. 3, where the network size is depicted as a function of the training set size.

The algorithm SELF(2, 50) converged to a network structure with 28 hidden units, two less than the other variants. This suggests using a small $\alpha$ parameter allows a finer-grained optimization of network size than a large $\alpha$. However, SELF(2, 50) was the slowest of the three algorithms in terms of training time. Algorithm SELF(5, 100) was slightly faster than SELF(5, 50), but the difference was smaller than that between SELF(5, 50) and SELF(2, 50). There was no significant difference in the final generalization performance.

The SELF(5, 50) algorithm was compared with two non-constructive algorithms: the plain back-propagation (BP) and SEL. The algorithm SEL is the same as SELF, except that SEL uses a fixed number of hidden units [25]. We use SEL($H, \lambda$) to denote a selective learning with $H$ hidden units and $\lambda$ examples chosen in each selection step. A 150-30-10 architecture was used for BP and SEL.

As can be expected, SELF was the most expensive algorithm of the three due to the additional costs for network size optimization. However, SELF converges faster and more robust than BP and SEL once it finds an optimal network size. On the other hand, SELF is the most robust algorithm of the three. SELF was always able to converge, while SEL did
not always converge and BP usually did not. Among the non-constructive algorithms, the selective incremental learning SEL was generally superior to BP both in convergence and generalization performance.

The effect of example selection during network growing was studied by selecting examples randomly, instead of using the criticality measure (Eqn. 20). Comparing Figs. 4 and 5 we see that network size optimization combined with active example selection generalizes better and converges much faster than with random selection.

5. Conclusion

We have shown that an optimal size of multilayer perceptron can be constructed efficiently by selecting examples intelligently, instead of randomly or without any selection. One of the most useful characteristics of the SELF algorithm is that there is no need for the user to decide in advance on the exact complexities of the network and the training set. The incremental data selection method allows the user to use all the available data without having to worry about the size of the data. Indeed, the superiority of this algorithm to other methods becomes clearer as available data becomes more abundant.

Simulation results show that for a small data set, the selective construction algorithm maximizes the generalization performance by finding a minimal network size for learning the data. For a large redundant data set, the method converges faster than the back-propagation network with an optimal number of hidden units, without sacrificing the final generalization accuracy. The enhancement of learning speed is proportional to the rate of data reduction. In general, the larger the given data set, the better the relative performance of the SELF algorithm compared with the plain back-propagation or other constructive algorithms.

The final number of hidden units is a function of the network growth parameter \( \mu \) which affects the total learning time. Using a small \( \mu \) leads to a fine-grained network size with high optimization costs, while a large \( \mu \) finds a rough size fast. Thus the balance between granularity and costs of optimization can be done by varying \( \mu \). We observe, however, no significant difference in the final generalization performance unless the difference of \( \mu \) values are big. It can be recommended to try first with a large \( \mu \) to find a rough size and then perform a second run to find a smaller size, provided one-shot optimization is not compelling.

This is however different from the usual trial-and-error methods, where one trial does not give much insight into the minimal network size for learning the given examples. In contrast, after the first run of the SELF algorithm one can be statistically sure that the minimum lies within the interval \([H_d - \mu + 1, H_d]\), where \(H_d\) is the number of hidden units for the final growing step in the run.

Another advantage of the SELF learning algorithm is that it helps to decide how good the given data is. If the generalization performance of the trained network is poor, one can conclude that the data is lacking in critical information since the algorithm used an optimal network for the given data set.
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